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The GDPR’s First Six Years

In advance of the European Commission’s (EC) pending “health check” of the General Data Protection Regulation (GDPR) 
under Art. 97, and four years after the EC’s initial report on the GDPR, the Centre for Information Policy Leadership (CIPL)1 
has produced this Report setting out the positive impacts and the benefits of the GDPR, the continuing implementation 
challenges for organisations and their data protection officers (DPOs), and aspects that remain to be improved, explored or 
evolved further.2 This present report draws upon a) CIPL’s independent research, observations, and experiences over the past 
years since the GDPR came into effect, b) a survey that CIPL conducted with its Member organisations and c) discussions with 
industry experts, regulators and academics held at the CIPL’s Executive Retreat in Madrid, Spain on 12 March, 2024. 

The Report follows up on CIPL’s earlier GDPR stock-take report in 20193, which we published as part of our GDPR implementation 
project at the time. As noted in our 2019 report, as well as in CIPL’s Response to the EU Commission’s first Consultation on 
the Evaluation of the GDPR in 20204, the GDPR has been an important tool for protecting individuals’ privacy and has 
substantially elevated data protection awareness globally. Its impact can be seen in many data protection laws around 
the world, as well as in the global privacy compliance and data management programs of many multinational organisations 
that use the GDPR as their baseline standard. However, several of the implementation challenges under the GDPR we 
identified in our 2019 report, as well as our 2020 GDPR EU Commission’s consultation response, continue to persist. 
In some cases, they have increased, including in the form of unintended consequences resulting from particular 
interpretations of the GDPR provisions. 

The purpose of this follow-up report is to:  

a.	 highlight the GDPR’s positive impacts, 

b.	 assess any progress that has been made on previously identified challenges, 

c.	 reflect on areas that continue to undermine the full potential of the GDPR, and 

d.	 find opportunities for potential improvements, particularly where this can be accomplished through interpretation 
and modified application of the existing text of the GDPR. 

Ultimately, it is in everyone’s interest to ensure that the GDPR remains fit for purpose and relevant in the face of changes 
in technology and society. The GDPR’s original ambition was to be principle-based, risk-based, technology-neutral 
and future-proof, to create a “coherent data protection framework” to ensure “the trust that will allow the 
digital economy to develop across the internal market”. Data protection authorities (DPAs), courts, and privacy 
practitioners must keep these objectives in mind in their interpretation and application of the GDPR. This report 
identifies areas where this is particularly important and feasible. 

The Report also identifies areas where the GDPR’s goals may be complicated by the increasing number of other digital 
regulations, without sufficient articulation of the level of overlap and the relationship, and where the respective 
definitions and requirements may not seem consistently aligned. In short, the present report seeks to highlight the benefits of 
the GDPR, as well as suggest ways to improve its effectiveness further. 



55

I. Positive Impacts of the GDPR

1. Higher Data Privacy Awareness and Ownership in Organisations: 
Improved overall organisational privacy awareness and data management, as well as greater consideration of data 
protection in business decisions.

For many organisations, the GDPR has made privacy and data protection considerations integral to their business decision-
making, product and service development, and enterprise operations. As a result of the GDPR, within companies’ there is a 
deeper awareness and understanding of privacy risks, not only to the organisation but also to individuals and society, and of 
the need for organisations to use data responsibly and in compliance with the GDPR. The GDPR has fostered a privacy-by-
design mindset in many organisations and is driving their data strategy and planning. They have undergone a culture change in 
which privacy is factored into everyday decisions by IT, data, marketing, HR engineering and product teams. Before the GDPR, 
engineers and product developers might have made decisions on the processing of personal data based on cost-benefit 
calculations primarily as they pertain to the organisation itself as opposed to the individuals impacted by the organisation’s 
products and services. In other words, the primary questions might previously have been: What is less costly to implement? 
What takes fewer man hours? Now, privacy implications for individuals play a substantial role in these assessments, including 
considerations of fairness and customer experience: Would this processing impact the customer negatively? Would it be fair?  

2. Privacy as a Board Level Issue
Facilitated senior management focus, buy-in, and increased resources for compliance, and established effective data 
governance as an important business enabler and trust generator.

The GDPR has equally raised data privacy compliance “from the backroom to the boardroom”, with greater focus and awareness 
at the C-suite and board levels across all business sectors. The primary and initial driver certainly was legal compliance and risks 
of non-compliance in light of the potentially immense fines created under GDPR. More importantly, the digital transformation 
of the economy has resulted in the “datafication” of all businesses. Hence, it transformed privacy, data protection and data 
governance into core business issues that require board-level attention and accountability. Data protection concerns have 
become among the top three enterprise risk priorities for all businesses that depend on the use and sharing of personal data.5 
Importantly, beyond risk management, top-level decision-makers increasingly recognise how data serves as an enabler of 
legitimate, innovative, and beneficial business purposes and why responsible use of data is a prerequisite to digital trust and 
confidence in increasingly volatile economic and social times. This has led to more executive focus and increased resources 
for data privacy teams and compliance, as privacy has become a business enabler and differentiator for many companies. 
The GDPR is often seen as a facilitator not just for (global) data protection compliance but also for meeting market standards, 
creating business solutions that meet or exceed customer expectations, and creating the foundation of trusted and sustainable 
business. Indeed, the GDPR’s focus on privacy by design is credited for driving innovation in privacy-enhancing technologies,6 
and companies are seeing a tangible return on their investments in robust privacy management programmes.7 In the B2B 
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context, having an approved or certified privacy management programme (such as BCR or ISO certification) creates trust and 
streamlines due diligence in selecting and negotiating third-party vendor deals, for instance.

3. Global Privacy Management Standard for Organisations
Enabled organisations to create a single privacy management program for their global operations and entities.

At a time when numerous countries in the world are passing new laws or revising their existing data privacy laws, many 
countries have looked to the GDPR for inspiration and adopted key GDPR principles, even if they do not always follow the 
GDPR word for word. This means that for many global organisations operating across different legal jurisdictions, the GDPR 
now provides a baseline against which to build or update their global privacy programs, while at the same time reflecting 
the requirements of the growing local data protection laws. Given the extraterritorial application of the GDPR and the global 
nature of multinational companies’ processes and functions, their global affiliates and entities also adapted their processes 
to the new GDPR baseline and, in turn, started to set privacy standards and expectations in third countries (some of which 
have also introduced their own privacy regulations). Having a global privacy program set on the baseline of GDPR principles 
also made it easier for multinational companies to perform gap analyses and satisfy the growing data protection requirements 
and laws in other countries. 

4. Organisational Accountability
Improved organisations’ ability to build and implement accountable privacy management programs and demonstrate 
accountability internally to the Board and externally to regulators, customers, individuals, and shareholders.

The accountability principle and the risk-based approach incorporated in the GDPR provide an optimal framework for 
devising accountable privacy management programmes that deliver real and effective protection for individuals while 
enabling responsible use of data. The GDPR has driven organisations to be more accountable and to build and implement 
comprehensive and systematic data and privacy management programs with policies, procedures, controls and tools, as well 
as executive oversight. A 2020 paper by CIPL demonstrated that companies deliver accountable privacy programs through 
the following elements—leadership and oversight, risk assessments, policies and procedures, transparency, training and 
awareness, monitoring and verification, and escalation and internal enforcement.8

Importantly, the GDPR has emphasised the strategic role of the DPO as the cornerstone of organisational accountability by 
establishing clear functions, independence, and expectations of the DPO’s role within the organisation. Since the GDPR came 
into force, many data privacy teams in organisations have improved their standing and authority and become an integral part 
of the decision-making process, facilitating the responsible use of data while protecting individuals and their data. As a result 
of the increased awareness of data protection issues at the board level, data privacy teams have experienced an increase in 
their resources, credibility and impact as trusted business advisers and their ability to provide more practical and strategic 
compliance advice, including translating GDPR requirements into actionable measures in line with business goals. 

Additionally, the risk-based approach of the GDPR fostered a consistent practice of accountability and assessing risk within 
organisations—both risks to individuals and risks to the organisation. The risk-based approach has also enabled effective 
resource allocation that is proportionate to the actual risk (or lack thereof) of specific processing activities. An effectively 
implemented accountability requirement drives enhanced efficiencies at the organisational level and more effective and 
better protection for individuals and their data. By placing the principal burden of protecting data on organisations handling 
the data, both in the private and public sectors, organisational accountability also increases the overall trust in the digital 
economy and society.
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5. Improved Data Management
Fostered good data hygiene, governance, management, and traceability, resulting in improved processes and data 
breach resilience.

GDPR compliance has enhanced organisational data management practices overall, resulting in a more robust approach to 
governance of the data lifecycle, including for non-personal data. GDPR requirements have facilitated data management 
and business process consolidation; better integrity and quality of data; a deeper understanding of data, its flows and uses 
throughout organisations and to and from third parties; and more effective risk management, including third-party vendors. 
Importantly, this also enabled organisations to be better positioned for big data and AI transformation, which relies on the 
availability of large volumes of good quality data.

Creating comprehensive privacy programs and controls has also enabled businesses to respond to regulatory changes 
or individual inquiries with greater speed and accuracy. Investments in automation and the increased maturity of privacy 
processes in response to the GDPR requirements have had a direct positive impact on individuals in terms of exercising their 
rights.

The risk-based approach of the GDPR, including DPIAs, privacy by design requirements, and the legitimate interest balancing 
test, requires—and has fostered in many organisations—a consistent internal process for accountability and risk assessment. 
This ensures appropriate risk-based prioritisation of mitigations and controls and more effective data management programs 
based on actual risk.

Finally, in a time of increased cybersecurity threats and risks, the GDPR has strengthened organisations’ resilience to breaches 
and prepared them to respond more efficiently and effectively to incidents when they happen. Improved data management 
practices, combined with the requirement of state-of-the-art technical and operational measures and the clear data breach 
notification requirements and penalty provisions of the GDPR, provided the impetus for many organisations to invest further in 
preventative data and cybersecurity measures and to develop mature incident reporting and breach management procedures. 

6. Enhanced Transparency and Individual Rights 
Promoted user-centric transparency and individuals’ rights, generating trust in organisations’ data handling practices 
and strengthening relationships both within and outside of the organisation.

The GDPR has raised awareness among individuals about the importance of transparency and trust in the digitised world. 
This, in turn, has forced organisations to innovate and invest in means to deliver transparency in a meaningful manner with 
tools that embed privacy by design and privacy by default (e.g., layered privacy policy, audiovisual contents, links to privacy 
controls, child-friendly delivery, and contextual algorithmic transparency). 

Transparency has not just empowered individuals but has also required organisations to carefully consider and rethink their 
approaches to data processing. The GDPR has created opportunities to leverage privacy programmes to enhance customer 
trust and build privacy-aware brands; transparency has become a competitive advantage by increasing trust and credibility in 
the B2C as well as the B2B context. 

The enhanced individual rights under GDPR also required organisations to update their processes to ensure individuals can 
exercise their rights effectively. While data portability under the GDPR has not had the uptake envisioned by lawmakers, the 
learning from GDPR data portability can serve as guidance for the interpretation of portability clauses under the EU DMA and 
the DA.9 On the other hand, data subject access rights and the right to be forgotten are frequently addressed to organisations, 
and organisations have made strides in streamlining and automating the process to the benefit of the individual.
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7. Stronger and More Effective Data Protection Authorities 
The GDPR has resulted in better-resourced, staffed and more competent DPAs.

The GDPR substantially raised the responsibilities, powers, and, in most cases, the resources of the data protection supervisory 
authorities (DPAs), with the result of increasing their impact and effectiveness. Statistical data show a consistent rise in the 
number of staff and budgets allocated to the DPAs.10 This increase in financial and human resources is a direct result of the 
GDPR. However, it has not always been enough to address the expanded responsibilities of DPAs. Both the express remit of the 
GDPR and the realities of the digitisation of the economy and society have made DPAs the key digital regulators and de facto 
arbiters of effective data protection, privacy rights for individuals, and responsible data use. This, in turn, meant that DPAs 
had to consider their effectiveness, develop strategies, and increase their in-house technical expertise. These are all essential 
for DPAs to be able to provide effective oversight, engagement, enforcement, and relevant guidance with respect to emerging 
technologies and the information society. 

In the course of the last six years, DPAs presented varied approaches in terms of using innovative regulatory tools or providing 
constructive guidance. Some best practice examples include: 

	• Regulatory Sandboxes: The Norwegian Data Protection Authority (Datatilsynet) has implemented a regulatory 
sandbox aimed at fostering privacy-enhancing innovation and digitisation. Having already completed four rounds, 
this sandbox facilitates guidance and meaningful, structured engagement between organisations and regulators on 
specific projects. The Norwegian DPA recently declared this sandbox a permanent initiative. Other regulators, such 
as the UK and France, have also been actively implementing regulatory sandboxes.

	• Updated AI advice and AI-related initiatives: The French CNIL issued seven helpful “AI how-to-sheets” to 
support organisations who intend to deploy AI with GDPR compliance questions. In Germany, the DPA of Hamburg 
issued a checklist for LLM-based chatbots, and the DPA Baden-Wuertemberg published a discussion paper on 
the legal basis for AI under the GDPR.11 The UK ICO is issuing a set of guidance on the implementation of key data 
protection principles to GenAI and seeking active input and consultation. 

	• Fast lane innovation hub: The UK’s ICO created a “fast lane” innovation advice service to assist organisations in 
putting new products on the market quickly and efficiently in the context of remaining GDPR questions. This service 
exists in addition to the ICO’s existing regulatory sandbox.12

	• Guidance on Children’s Privacy: Several DPAs have issued constructive guidance on protecting children online. 
For example, the Irish DPA has released four documents addressing various aspects of children’s data protection 
rights, providing in-depth guidance for organisations navigating compliance questions related to minors. The 
UK’s Age Appropriate Design Code has become a de facto global standard against which incoming standards will 
inevitably be measured. Similarly, the French CNIL’s recommendations for bolstering minors’ online protection and 
the Spanish DPA’s global strategy on children’s privacy, which includes specific priority measures and practical proof 
of concept for age assurance tools, are further positive examples.
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II. Challenges and Unfulfilled Promises  
of the GDPR 

1. Accountability and the Risk-Based Approach Not Fully Realized
DPAs and the EDPB should effectively apply and proactively encourage the accountability principle and the risk-
based approach inherent in the GDPR. 

Despite being cornerstones of the GDPR, the accountability principle and the risk-based approach to compliance are not 
always recognised by DPAs. Organisational accountability places an obligation on organisations to implement risk-based 
privacy management programs with policies, procedures, tools and controls and to be able to demonstrate them. It is 
increasingly important for organisations as they seek to demonstrate their privacy compliance, enable digital transformation 
and build digital trust and confidence.

CIPL’s research shows that there is real interest at the board and C-suite level in demonstrating the company’s commitment 
to data privacy and responsible use of data. Also, many companies are realising a substantial and measurable return on 
investment from their privacy management programs.13 Despite the benefits for all stakeholders, promoting accountability 
does not appear to be a top priority of many DPAs, and there appears to be little willingness to draw upon the seminal work 
of the EDPB’s predecessor, the Art. 29 Working Party, and its Opinion on Accountability from 2012.14 DPAs should promote 
and encourage accountability further and focus on real, effective and outcomes-focused accountability in behaviours by 
organisations rather than on compliance box-ticking.

Finally, it is not clear how DPAs strategically apply the risk-based approach to their own strategy-setting, as well as to their 
oversight, guidance and enforcement decisions, so that high-risk practices are prioritised, and low- or no-risk practices (or 
technical breaches) are deemphasised in their enforcement programs.15 This risks the legislative intent of the GDPR and its 
effectiveness and impact in practice. 

2. Conservative Interpretation of GDPR and Restrictions on Data Use
DPAs and the EDPB appear restrictive in their interpretation of the GDPR, creating challenges for legitimate, safe and 
beneficial uses of data. 

The GDPR’s stated goals extend to contributing to “economic and social progress” in addition to ensuring effective data 
protection (Recital 2). Economic and social progress depend, to a significant extent, both on effective data protection and 
the responsible use of personal data across the EU. Moreover, the harmonisation goals of the GDPR are an effort to remove an 
“obstacle to the pursuit of economic activities” (Recital 9). Finally, the GDPR recognises that data protection is not an absolute 
right and must be balanced against other fundamental rights and freedoms, including the right to establish a business, 
freedom of expression, security, and various other rights – data protection “must be considered in relation to its function in 
society” (Recital 4). 
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Therefore, any interpretation of the GDPR should be balanced with other fundamental rights and freedoms and also take into 
account a broader picture. This will be even more important as GDPR interacts and overlaps with many other key digital laws 
and regulations in the EU, such as competition, online safety and content moderation, children’s rights, cybersecurity, health 
data space and other data sharing. 

However, DPAs appear at times to be narrowly focused on the fundamental right of data protection without due consideration 
of other rights and interests, including those of stakeholders beyond the controller and data subject at issue. There is a trend 
for an increasingly restrictive interpretation of GDPR concepts and requirements, contrary to the original legislative intent, 
which clearly envisioned a proportionate balancing of rights. GDPR is intended to facilitate the responsible and accountable 
processing of personal data to provide benefits for individuals, people, organisations, and society; the aim should not be 
general prevention of processing personal data, especially at times when our society and economy are becoming more 
dependent on use and sharing of data. 

Examples where DPAs have taken a conservative and restricted approach or where there may be tensions between GDPR and 
other digital regulations include: 

	• Limitations on the processing of special categories of data: 
	— for the purpose of fraud prevention and detection, and for compliance with financial services regulations and 
regulatory expectations, e.g., processing data in accordance with Art. 9 and 10 GDPR for Know Your Customer 
(KYC) and Anti-Money Laundering (AML) checks16 for international organisations where “public interest” is 
defined under EU law and may vary in its scope by member state;

	— to detect bias in AI applications (Art. 10(5) AIA refers to high-risk AI systems); 

	— for initiatives aimed at promoting gender diversity and inclusion. 

	• Restrictive application of the legal grounds of legitimate interest, contractual necessity, and public 
interest pushes organisations to seek consent, even when it may not be appropriate at close inspection. 
In particular, some of the reservations that have been expressed regarding the legitimate interest legal ground are 
not well-placed, as they fail to recognise that this legal ground is actually accompanied by robust accountability 
and risk assessment obligations, delivering real protection for individuals.17 It also fails to recognise that the GDPR 
provides other, often more effective means of protecting individuals’ rights, such as transparency, redress, and 
accountability of organisations, including risk assessments and mitigations.

	• Expansive interpretation of “personal data”, which renders concepts of anonymous and pseudonymous 
data unobtainable. Anonymous data has become an impossibly high aspirational goal, with even a highly 
theoretical potential for re-identification, leaving such data classified as “personal data”.18 This frustrates the 
investment and innovation in anonymisation techniques and other PETs. Where encrypted data is in the hands of a 
third party without the encryption keys, for instance, it should be deemed non-personal data.19 

	• The overly restrictive interpretation of the derogations under Art. 49 limits their use beyond what was 
intended by the GDPR and supported by the CJEU.20 This makes it challenging for organisations to have the 
necessary legal certainty to rely on those derogations.

3. Lack of Clarity and Consistency Regarding Risk Assessments
There is a real need for a clear, consensus-based and consistent approach to assessing risk under GDPR that aligns 
with new risk assessment obligations under incoming digital legislation. 

The risk-based approach is firmly enshrined in the GDPR and has put risk assessments into organisations’ core privacy 
practices. However, as CIPL has noted before, the full promise of the risk-based approach in GDPR is still elusive.21 The EDPB 
continues to rely on the 2017 Working Party 29 Guidelines on risk, and some national DPAs have provided templates and 
tools, but there is no common baseline yet.22 There is no consensus on what constitutes actual risks and harms to individuals, 
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both material and immaterial, and how to determine the likelihood and severity of such risk of harm, whether to focus on the 
immediate harm or include future harm. 

It is important to note though, that the risk-based approach is not only relevant in the context of GDPR interpretation by 
the DPAs. Organisations, too, have a significant role to play in effectuating the GDPR’s risk-based approach by producing 
meaningful and robust risk assessments that address the likelihood and severity of the harms and risks to individuals and 
documenting legitimate interest-balancing tests. A common complaint from regulators is that there is a lack of quality data 
privacy impact and risk assessments by companies. These regulators perceive that the risk assessments presented to them 
are not done at a sufficient level of detail or not done at all. 

In sum, the risk-based approach is a foundational concept of the GDPR, and the legal requirement to assess risk is explicit 
and implicit in many of the GDPR provisions. Yet, both the DPAs and the organisations still appear to lack a consistent 
understanding of the GDPR’s risk-based approach, the consensus on the risk taxonomy and the measurement of the likelihood 
and severity, and the mature risk-assessment policies and practices to apply to their own compliance or enforcement practices 
respectively. In addition, so far, there has been little direct incentivisation by DPAs for organisations to focus on risk-based 
accountability programs, controls, and tools in accordance with assessed risk. However, CIPL experience also shows that 
DPAs and organisations alike understand the need and the importance of honest and transparent dialogue to progress these 
issues.

Finally, new legislative acts such as the DSA, AIA, and DMA impose requirements for new risk assessments that will partially 
overlap with those in GDPR and will have to be integrated into organisational risk assessment processes.23 This will require 
legal certainty around the requirements, but also regarding how to implement these complex risk assessments in practice 
with overlapping interests, risks and harms. There is a real need to build more dialogue and consensus among organisations, 
the DPAs, and any new enforcement regulators that will have different regulatory aims on how to identify, assess and classify 
different risks and harms to individuals stemming from the use of data. This will require not only the mindset for sincere 
cooperation but also a common understanding of the GDPR’s and other legislations’ goals. It is also important to note that in 
the context of data transfers, the risk-based approach, in effect, appears to have been rejected by some DPAs, which has led 
to legal uncertainty and significant compliance challenges for organisations.

4. Improper Use of Individuals’ Rights
Organisations observe an increase in “misuse” of certain individuals’ rights under GDPR. 

Providing important and effective rights to individuals has been a core achievement of the GDPR. However, organisations are 
experiencing some challenges related to the interpretation of these rights and the potential for abuse. Given that organisations 
are given a very limited scope to consider data subject access requests as unfounded or vexatious, this opens the rights to 
being abused and even intentionally weaponised against organisations. For example:

	• Sophisticated legal actors sometimes use the GDPR for pre-litigation discovery purposes to obtain records not 
otherwise available or for “fishing expeditions” in contentious litigations (e.g., employment litigation).

	• Access requests may be used in the service of mass litigation threats against organisations of all sizes, seeking small 
individual payments in exchange for not commencing legal proceedings. This expends resources that should go 
towards responding to legitimate data subject requests.

	• Other forms of “weaponisation” of subject access requests, such as mass submission of multiple access requests or 
use of access requests unrelated to a privacy issue or complaint, with sole objectives to “paralyse” an organisation, 
test their access procedures or obtain data for some other purpose.    



12

II. Challenges and Unfulfilled Promises of the GDPR

5. Unrealised Potential of Certifications, Codes of Conduct, and BCR 
The potential of GDPR certifications and codes of conduct to demonstrate programmatic accountability has not been 
realised; the full potential value of BCR has not been effectuated.

While there has been progress in the last couple of years, the GDPR regime on certifications and codes of conduct has still 
not been fully effectuated.24 There are less than a handful of Europe-wide sectoral codes of conduct created and approved by 
DPAs, such as the EU Data Protection Code of Conduct for Cloud Service Providers. Industry should renew efforts to propose 
reasonable codes and standards in areas of continued concern. At the same time, DPAs should approach proposed codes in 
the spirit of cooperation and harmonisation across the Union. 

Also, the expected scope of certifications appears unnecessarily limited. For example, certifications are currently envisioned 
to not cover entire privacy management programs, thereby losing their potential value as comprehensive accountability 
mechanisms under the GDPR. Such a limited scope of certifications and codes of conduct does not appear mandated by the 
text of the GDPR.

While not currently the case, Binding Corporate Rules could be recognised as a certification, which would add to their value to 
organisations. Moreover, at present, the process of adopting BCRs remains very burdensome and adversely impacted by the 
lack of coordination, consistency, and resourcing of DPAs. While having BCR provided a leg up in terms of compliance when 
the GDPR came into force, the adoption of BCR is still not routinely recognised by DPAs and clients as a significant privacy risk 
mitigant, a true demonstration of accountability and an advantage when it comes to transfer risk assessments and as such it 
does not deliver the full potential benefits to many organisations. It is, therefore, not surprising that less than 60 sets of BCRs 
have been approved since 2018. 

To realise the full potential of BCRs, the process of having them approved should be simplified and streamlined. Also, 
appropriate recognition should be given to those organisations that adopt them in terms of demonstrating their accountability 
for data transfers and data protection compliance more broadly. Finally, according to GDPR Articles 46 and 47, it is possible to 
enable data transfers between BCR-approved/certified companies and DPAs, and the Commission should work to evolve BCR 
further in this way. For now, BCR remains a tool that only a few companies have the resources and the time to obtain and does 
not provide a viable alternative for smaller or more dynamic organisations.

Finally, DPAs should proactively encourage and incentivise the use of certifications and BCRs, as both deliver more effective 
data privacy compliance on the ground and are true accountability mechanisms. Yet, the latest guidance of the EDPB and 
increased requirements on BCR seem disproportionate vis-à-vis other transfer mechanisms, such as SCC. The result makes it 
less appealing for organisations to embark on the BCR route. 

6. Undue Complexity Regarding International Data Transfers 
Issues caused by Schrems II and data transfer restrictions create difficulties

Cross-border data transfers under the GDPR have become increasingly complex, resource intensive, and fraught with legal 
uncertainty as adequacy findings can be, and have been, subject to ongoing legal challenges calling into question their reliability. 

The difficulties associated with GDPR-based data transfers are not only (or necessarily) the result of the actual GDPR transfer 
requirements but rather their interpretation by DPAs and the EDPB following the CJEU rulings, resulting in an increasingly 
limited and non-risk-based paradigm for data transfers to third countries. Organisations are describing internal “data transfer 
fatigue” caused by the extensive bureaucratic tasks associated with international data transfers, such as the obligation to 
conduct individual country-specific transfer impact assessments (essentially private sector “adequacy” determinations, 
including concerning foreign government access to data) and other restrictive interpretations of the GDPR’s transfer 
requirements that ignore the risk-based nature of all GDPR protections. 
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The transfer impact assessments, in particular, are fraught with challenges for organisations, which will neither always have 
the resources, nor the expertise, or sufficient regulatory guidance to assess the adequacy of foreign data protection law and 
enforcement practices and to make decisions in that regard that are consistent from one organisation to another. They are, 
essentially, being asked to do a government’s job of assessing third countries’ adequacy. Indeed, the paucity of adequacy 
determinations by the Commission since the enactment of the GDPR calls into question asking individual organisations to 
make such determinations reliably and repeatedly with respect to the multitude of jurisdictions to which they transfer data. 25

Data flows are imperative to the intrinsically global nature of the data economy and technology. They are essential to the 
economy, organisations, governments, society, and people in all countries, including Europe. A recent paper by CIPL describes 
multiple real-life cases where actual disadvantages to individuals can occur from restrictions in international data transfers 
and data sharing, including undermining cybersecurity-related tools and fraud prevention services, cloud computing and 
financial services, social media services and communication tools, and human resources systems.26 

The disproportionate compliance burdens associated with data transfer governance have a tangible negative impact on 
organisations’ ability to focus on more pressing compliance matters with a more direct impact on the protection of individuals. 
The non-risk-based approach of some European DPAs has ramifications not only for the organisations subject to their specific 
decisions but for anyone transferring data to jurisdictions outside the EU and countries with existing adequacy findings. 
This could not only significantly impact European business operations involving personal data transfers outside the EEA 
but eventually also negatively impact the EU’s own digital trade policy and (so far) successful approach of exporting data 
protection standards. 

7. Lack of Harmonisation Across the EU
Despite its legal nature and intention, the GDPR has not fully united the privacy landscape across the EU Member 
States 

The GDPR, as a single set of rules across the EU, has been a strong incentive for organisations to drive operational efficiencies 
and to offer uniform products and services across the EU Digital Single Market. Harmonisation was intended to provide 
legal certainty for individuals and organisations operating digitally across the EU: the GDPR’s Recital 7 states that “Legal and 
practical certainty for natural persons, economic operators and public authorities should be enhanced.” While the GDPR does 
provide for a single set of rules, it has not fully delivered on the goal of harmonisation. 

Factors that play a role are: a) the margin of manoeuvre afforded by GDPR and used by Member States; b) differences in 
the interpretation of the GDPR requirements, including the approach to risk and compliance, primarily by the supervisory 
authorities, but also by privacy practitioners, lawyers and academia; and c) differences in procedural and administrative law 
across Member States. Specific examples include:

	• Member states have made use of the margin of manoeuvre provided by the GDPR (so-called “opening clauses”). 
This has led to the creation of differing rules in important areas, such as the age of data protection consent under 
Art. 8 GDPR and the processing of sensitive27 and biometric data. 

	• National interpretation of GDPR norms, guidance and enforcement by DPAs show that there are diverging views, 
interpretations, priorities and approaches between and among DPAs and between DPAs and the EDPB (e.g., the 
DPA of Baden-Würtemberg’s view on data transfers with respect to employees working in third countries diverges 
from the EDPB’s final version of guidance 05/2021 from February 2023 on Chapter V GDPR; the Dutch DPA’s narrow 
interpretation of ‘legitimate interest’ under Art. 6 (1) (f) GDPR to the exclusion of any commercial interests, which 
prompted the European Commission to react critically in a letter to the DPA; and diverging interpretations related to 
the roles of controller and processor in the context of clinical trials).28 The very different responses to the COVID-19 
crisis in terms of permissible data processing were a clear reminder of the necessity for a more harmonised 
approach to creating legal certainty for organisations and individuals alike. This should include a harmonised 
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interpretation of key concepts such as “public interest” to ensure legal certainty for organisations processing 
data in accordance with Article 6 (1) (e) GDPR. Harmonisation will continue to be a challenge where different 
interpretations of basic GDPR principles persist.

	• Member State procedural and administrative laws differ significantly. This impacts the workings of DPAs, individuals 
and organisations in the actual administrative process in front of DPAs, such as complaint handling, investigations 
and enforcement. In some member states, DPAs may have discretion in what complaints they will take forward 
and respond to, while others have to address every single complaint, which ties up significant resources. Another 
example is data breach notifications: while GDPR does not provide a right against self-incrimination in the context 
of reporting data breaches, in some jurisdictions, the nemo tenetur principle does govern DPA’s investigative powers 
with respect to reported breaches (e.g., Germany29). This divergence between Member States can have an impact 
on the consistency of breach reporting decisions, for instance, as the presence or absence of this principle or right 
can skew breach reporting in both directions. This could be addressed, at least in part, by further EDPB guidance to 
ensure a harmonised approach to the application of mitigating factors under Art. 83 GDPR in breach scenarios.

	• CIPL research also showed that DPAs can have inconsistent approaches to using demonstrated organisational 
accountability as a mitigating factor in enforcement. In CIPL’s 2021 white paper “Organizational Accountability in 
Enforcement – How Regulators Consider Accountability in their Enforcement Decisions”, we examined global and 
EU regulator practices in considering demonstrated accountability as mitigating factors in their enforcement and 
fine-setting decisions, including under GDPR Article 83(2), and recommended that DPAs adopt a more consistent 
approach.30 

Recitals 6 and 7 of the GDPR emphasise the importance of a coherent protection framework as a driver of trust in support 
of the digital economy and the free flow of data within the EU. Divergent interpretations of the GDPR provisions between the 
EDPB, DPAs, and, in some cases, Member States stand in contrast to this goal.

8. Unfulfilled Potential of the One Stop Shop Mechanism
The One Stop Shop mechanism has not always delivered the intended efficiencies. 

The One-Stop-Shop mechanism (OSS) is an essential part of the consistent implementation of the GDPR. This innovative 
mechanism was to introduce integrated and consistent pan-EU oversight and enforcement with respect to cross-border 
processing activities to enable the free flow of data and reinforce the objectives for an EU single market. It is intended to 
provide both businesses and individuals with legal certainty regarding the competent regulator and ensure a more streamlined, 
consistent process and application of the GDPR. On the whole, the aim for OSS was to deliver the envisioned benefits on the 
ground, where the organisation and DPA cooperate and are able to develop the trusted relationship intended by the GDPR. 

However, One Stop Shop does seem impeded at times by an apparent lack of cooperation and trust among DPAs themselves. 
Differences among DPAs in the interpretation of the GDPR requirements and approaches to risk and compliance, as well as 
the overly complex process for consistency and cooperation, have resulted in frustrations among complainants and affected 
controller or processor organisations alike. The lack of harmonised national administrative procedures has added to further 
complexities and legal uncertainties for all, which is currently being addressed by the proposed regulation laying down 
additional procedural rules relating to the enforcement of GDPR. However, the Proposal and, in particular, the European 
Parliament’s approach in this regard has the potential to complicate the cooperation procedure even further and, as a result, 
undermine the functioning of the OSS.31 

Importantly, the intent behind the OSS and the unique position of the Lead Supervisory Authority (LSA) in the OSS process is 
not only to provide a single interlocutor for organisations operating across the EU but to allow the LSA to develop a body of 
knowledge with respect to the organisations it oversees and expertise in their operations, to facilitate more effective oversight 
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and enforcement. Equally, the OSS is premised on the idea of constructive engagement and dialogue between the LSA and 
the organisations concerned. Finally, the GDPR deliberately gave larger weight to the LSA while also enabling other DPAs to 
engage in the process exceptionally, as and when appropriate. Advocate General Bobek rightfully stressed the elevated role of 
the LSAs, noting that “vis-à-vis cross-border processing, the competence of the LSA is the rule, and the competence of other 
supervisory authorities is the exception”.32 

There have been attempts, however, to move away from the central decision-making of the LSA and towards concerned 
supervisory authorities and the EDPB.33 In some instances, local DPAs may send orders, request information, start audits, 
or impose fines directly on establishments present in their territory without first involving the lead DPA appointed by the 
organisations. The “relevant and reasoned objection[s]” as provided by Art 6(1)(a) GDPR, which are meant to be used as an 
exceptional intervention for CSAs, are being raised with some frequency. This has weakened, to a degree, the very purpose of 
the OSS mechanism and created a sense among some observers that the GDPR cooperation and consistency mechanism is 
not seen as a success by the EU institutions and Member States. There appears to be a reluctance to apply the same approach 
to other areas of digital regulation. This is a missed opportunity for providing a useful model in other regulatory areas. 

In the context of harmonisation, CIPL welcomes the European Commission’s proposal to further streamline and harmonise 
the GDPR enforcement process (GDPR Procedural Regulation). This proposal must uphold and/or strengthen the overall 
functioning of the OSS system and, specifically, preserve the unique role and authority of the LSA.

CIPL also believes that there is a need to revisit the OSS mechanism, assess how its application has moved on from the spirit 
and the intent of the legislator and what can be done to streamline the process and achieve the purpose of the OSS. There 
may be a need for a wider debate on the optimal GDPR oversight and enforcement model for the EU and its Member States. 
This will become even more pressing as there will be a further need for DPAs to collaborate and cooperate with the digital 
and sectoral regulators that are charged with overseeing other digital regulations, such as the DSA, DMA and EU AI Act, for 
example. Both organisations and individuals in the EU need legal certainty and predictability in how these rules will apply and 
interact. 

9. Complaints and Breach Notification Burdens DPAs and Sideline from Other 
Oversight Tasks

Effective oversight and constructive engagement by DPAs have been obstructed by the requirement to address all 
complaints and an overly strict interpretation of data breach notification rules.

As mentioned above, some member state laws oblige DPAs to handle every complaint they receive, regardless of the risk 
level involved or the impact on individuals. This has led to a significant burden on regulators and limits the ability to prioritise 
non-enforcement-related tasks. Lacking a de minimis test for enforcement issues, DPAs may spend much of their time and 
resources in the role of complaint-handler rather than prioritising their activities based on risks and harms to individuals, 
engaging in constructive engagement, providing regulatory guidance, and thought leadership.34 

Additionally, the 72-hour notification deadline under Article 33 GDPR creates an urgency to notify without giving controllers 
the ability to fully assess whether a notification is required in many cases. Controllers rush to notify the DPAs out of caution 
in cases where additional facts might later clarify that notification was not necessary. The incentives to over-report prevent 
controllers from focusing on implementing effective mitigation measures aimed at reducing current and future risks. Finally, 
there should be a real one-stop shop rule for breach notification reporting. This should encompass reporting only to LSE or a 
single SA rather than having to report the same breach to multiple concerned authorities without any form of centralisation 
of such reporting. 
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10. Focus on Enforcement over Engagement
DPAs have at times seemed to privilege enforcement actions over constructive engagement.

At times, DPAs have seemed to prioritise enforcement actions over constructive engagement with organisations. While the 
significant fines introduced by the GDPR have certainly created a focus on data protection as described above, a focus on 
issuing fines alone may miss the opportunity for meaningful ex-ante engagement. Direct engagement with data controllers 
and processors can have an immediate positive impact on the benefit of the individual and prevent the need for more formal 
enforcement after the fact. Given rapid technological advancements and changing realities, a genuine interest in cooperation 
from organisations and DPAs alike is vital. Engagement could take the form of dialogue and incentives for adopting preventative 
measures and other accountable data governance best practices, as well as guidance on important areas of GDPR that remain 
open to interpretation.35 

11. Not Tech Neutral nor Future Proof
GDPR is not fully adapted to new developments in the digital economy

The interpretation of certain concepts and requirements of the GDPR may be in tension with emerging technologies, creating 
conflict with the advancement of technology and the reality of our digital society. For example:

	• Anonymisation can be an important tool for making digitisation compatible with the GDPR. New digital legislation, 
such as the DMA, Data Act, or the European Health Data Space, are all integrating the use of anonymised data. 
36 However, the GDPR only partially explains when data is actually anonymised in Recital 26. Also, the very high 
standard supported by many DPAs (including requiring a legal basis to anonymise data) is often not practicable 
and may even prevent the application of some privacy-enhancing technologies (e.g., synthetic data). There is a real 
need for a clear and pragmatic understanding of anonymisation that takes into account the practical implications of 
rapidly developing technologies and the context of incoming digital regulations.37

	• The roles of  “controller”, “processor”, or  “joint controllership” must be seen in accordance with the realities of 
evolving data processing environments: service providers, such as cloud providers for example, who generally have 
the role of a “processor” are nevertheless controllers for some limited processing activities performed for purposes 
of their own business, such as fraud prevention measures, or processing of service data for billing purposes, or use 
of meta-data for cybersecurity purposes. Assessing the role of the controller or processor must remain fact-based 
on who determines purpose and means, also in the context of traditional service provider-customer relationships, 
such as SaaS offerings. Finally, joint controllership should be an exception rather than a rule, yet there seems to be 
a trend to often describe parties in a relationship as joint controllers without considering how these joint controllers 
may be able to comply with GDPR requirements in practice. 

	• Data minimisation may be seen in tension with the need for AI, and especially Generative AI, to learn on vast and 
diverse amounts of data, some of which will be personal data;

	• An overly restrictive interpretation of purpose limitation will significantly limit the ability to use data for AI training, 
or AI application and generally re-use data for beneficial purposes not yet knowable at the time of collection, such 
as in the area of medical research.38

	• There is a legal gap in the legal basis for processing sensitive personal data for bias detection or avoidance of 
discrimination in the training of AI models.
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	• Restrictive application of the research exemption, especially denying private sector organisations the ability to 
apply this exemption for their own research and development activities (which have grown considerably in many 
technology companies), will impede companies from conducting in-house R&D and developing secure and safe 
products, including with PETs.

	• The very broad understanding of ADM Art. 22 provisions of GDPR in the CJEU’s SCHUFA decision may have a chilling 
effect on the use of AI in other systems or services.

12. Inconsistencies With Other EU Digital, Sectoral or National Laws
The GDPR’s promise to create a single and uniform set of rules for data protection across Europe has not been realised 
due to inconsistencies in sectoral laws.

As part of its digital strategy package, the EU has enacted or proposed a number of new legislative pieces since 2020, such 
as the Digital Markets Act, the Digital Services Act, the Data Governance Act, the Data Act, the European Health Data Space, 
and the AI Act. While these new pieces of legislation are generally intended to apply without prejudice to the GDPR, there is 
inevitable overlap by virtue of direct reference to the GDPR (e.g., Art. 5 DMA regarding consent) or because personal data is 
in scope. The danger is that these other laws may end up derogating from GDPR, hence eroding the delicate balance of the 
GDPR rules intended by the legislators. The relation of the GDPR to these new acts must be clarified, and inconsistencies must 
be eliminated for the continued functioning of the GDPR.39 

Equally, DPAs, in their effort to embed data protection into the wider digital framework, must also be pragmatic and look at 
the broader picture and the strategic aims of other digital regulators and lawmakers. Future cooperation must be a two-way 
street and include multiple stakeholders to ensure that data protection continues to be considered in its function in society 
as envisioned by Recital 4 GDPR. 

We list some of the problematic overlapping areas of digital and data compliance here: 

	• The CJEU has opened the door for competition authorities to consider data protection rules when deciding on 
competition issues. Effective personal data protection, as a fundamental right, cannot be hampered by decisions 
made to improve competition in the market. Without more clearly structured regulatory cooperation, as in the 
Dutch Digital Regulation Cooperation Platform, the UK’s Digital Regulator Cooperation Forum (DRCF), or the newly 
formed Digital Cluster Bonn in Germany, there is a real danger of divergent interpretation over time, leading to 
increasing legal uncertainty. Moreover, regulatory cooperation forums at the national level should eventually be 
extended to the EU level to ensure consistency of interpretation between different national sectoral regulators. 

	• One example of inconsistency between the GDPR and other Digital Strategy acts relates to consent. GDPR provides 
organisations with a range of legal bases for processing personal data, and organisations can choose a basis that 
is appropriate to their particular processing activity. As a general rule, all legal bases for processing are on equal 
footing with one another, meaning that there is no default legal basis and no hierarchy between them.40 However, a 
number of significant legislative and regulatory developments take a different approach, such as the Digital Markets 
Act and its seeming preference for consent as a legal basis for data combination and cross-use, as well as court 
rulings, such as the CJEU Bundeskartellamt decision specifying that data processing for personalised advertising 
may only be based on the user’s consent. These interpretations appear to create a trend towards consent as the 
ultimate means of protecting the individual’s personal data in the digital economy.41 This has no backing in the 
GDPR and will ultimately contribute to further consent fatigue, leading to reflexive box ticking instead of informed 
decision-making.42 

	• Overreliance on consent can also have unintended consequences. For example:

	— The right to withdraw consent may place an individual with a private health insurance contract in a position 
to withdraw his or her consent to data processing so that the insurer is, effectively, no longer able to fulfil 
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the contract, which necessitates processing health data. Thus, the data subject could, in fact, cancel the 
contract by withdrawing his or her consent without having to respect the regular period of notice under 
German contract law. 

	— Requiring consent in the context of activities for data security and fraud prevention, such as for data 
combination and cross-use in the context of the DMA, could ultimately mean expecting malicious actors to 
consent to the very data processing intended to detect their bad behaviours.43

	• The overlap between the GDPR and NIS244 reporting obligations has raised concerns. Cyber incidence reporting 
under NIS2 must happen with an initial notification within 24 hours, followed up by a more detailed report within 
72 hours. Where such an incident under NIS2 contains personal data, organisations in scope for NIS2 and GDPR 
may find themselves under obligation to determine whether or not a notification is required under two overlapping 
regimes within very tight and different deadlines and under threat of penalty.  

	• Aligning the outdated ePrivacy Directive and the GDPR is becoming increasingly difficult since the ePrivacy 
Regulation has still not been adopted. Efforts by the EDPB to effectively expand the scope of ePrivacy through 
guidance to fill this gap create a real risk that ePrivacy becomes the de facto law of all internet-based data uses, 
given that it regulates electronic communications.45 

	• Data portability provisions under the DMA Art 6(9) and 6(10) lack the same level of individual protection as 
compared to the GDPR Art. 20(4). GDPR clarifies that the right to data portability may not adversely affect the 
rights and freedoms of others, whereas a similar reference is missing in the DMA. This creates tension and a risk of 
negatively affecting individuals since the data shared under these DMA provisions will inevitably include personal 
data. Effective personal data protection, as a fundamental right, should not be hampered by decisions made to 
improve contestability or fairness in the digital single market. Conversely, the GDPR should not be interpreted in a 
way that unnecessarily undermines effective competition and economic growth. 

	• Recent developments related to children’s privacy and online safety also raise concerns regarding the ability to 
understand how these rights interlink together without any unintended consequences. This tension is further 
amplified by different approaches to age assurance, DSA requirements, and the upcoming CSAM Regulation. 

	• New policy initiatives, such as the ENISA’s EU Cloud Certification Scheme (EUCS), have the potential to create 
additional challenges. For example, the EUCS, which currently has the potential to impose de facto data localisation 
measures on cloud service providers operating in the EU, is not aligned with one of the GDPR goals to: “foster free 
flow of personal data and <…> the transfer to third countries and international organisations”.46 

13. Changing role of the DPO
Restrictive interpretation of the DPO functional independence affected the value of the role within the organisation

As mentioned previously, the GDPR helped to reinforce the role of the DPO within organisations. However, recent CJEU 
decisions and certain DPA guidance have conveyed a more narrow and inflexible interpretation of functional independence 
and conflict of interests. This is in addition to complex dismissal procedures, which have the potential to create internal 
challenges for the role of DPO.47 Where the interpretation of “functional independence” distances the DPO too far from the rest 
of the organisation, it has the potential to limit the intended and important impact of the role. It may have a perverse impact 
if the DPO does not “have a seat at the table” and does not act as a trusted business advisor and a business enabler, as well 
as the protector of individuals’ rights. The EDPB Report on the role of the DPO also honed in on this issue and highlighted that 
DPOs lack reporting to the highest level of management. 
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14. Increased Costs and Administrative Burden
Some of the more prescriptive requirements of the GDPR have increased administrative burdens and compliance 
costs for all organisations

While the GDPR is principle and risk-based, it can, in some places, still be somewhat prescriptive, resulting in high 
administrative burdens, especially felt by smaller organisations. Examples of such increased administrative burdens include 
the substantial increase in required “paperwork”, such as in the context of records of processing requirements and prescriptive 
DPIA requirements, and greater complexity in contracting and managing large numbers of third-party vendors. A particularly 
significant strain on resources for organisations of all sizes has been data transfer risk assessments (see discussion below). 
This is not to challenge legitimate and justifiable compliance costs; instead, the issue is that in the absence of legal clarity that 
compliance measures must be proportional and risk-based, such measures will trend beyond what is proportional to the risks 
at hand and will result in inefficiencies and unnecessary costs. 
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The following recommendations are based on the above points on the unresolved implementation challenges and unfulfilled 
promises of the GDPR. They can largely be implemented without substantive changes to the GDPR.

1. Focus on the harmonisation goal of GDPR
a.	 Foster mutual trust, sincere cooperation, and capacity building amongst DPAs

The EDPB should play a more proactive role in driving further consistency in the approach to and the interpretation 
of data protection rules, compliance and enforcement, not just through the formal consistency procedure for cross-
border processing or enforcement but also through:

	• creating formal, institutional fora for discussion (among regulators and with stakeholders) and building 
consensus on key compliance challenges and responses to these; 

	• exchanging views, experiences and staff; 

	• horizon scanning for new issues and emerging technologies and issuing early guidance; 

	• creating formal training to enhance business, legal and technology acumen and skills among DPAs; 

	• creating cross-DPA task forces and subject matter expert groups; 

	• introducing formal secondments with and from law firms and corporate legal departments; 

	• evincing greater openness to debating differences in opinion and interpretation with multiple stakeholders; 

	• building an understanding of the interplay between data protection and other digital and data regulatory areas 
(online safety, content, children’s best interest, competition, AI, data sharing, digital assets, etc.). 

b.	 Strengthen the One-Stop-Shop (OSS)

The OSS remains a critical tool for creating consistency and a harmonised approach in the most complex enforcement 
cases. The EDPB, as an EU body, should play a leading role in encouraging DPAs to actively participate in the OSS in 
the spirit of sincere cooperation, collegiality and mutual trust. As per the OSS, the EDPB should clarify that the lead 
authority is the single interlocutor for organisations and highlight practices that are not compliant with the OSS. DPAs 
should strive towards closer cooperation with each other in complex cases and respect the role of the LSA and its 
decision-making process.

As the guardian of the treaties and the digital single market, the EU Commission should also work with EDPB and 
Member States to ensure a collaborative and constructive approach to making the GDPR one single law in the EU. 
The proposed Regulation to further streamline and harmonise the GDPR enforcement process is most welcome, but 
it must ensure that the OSS is not ultimately weakened by it.48
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c.	 Harmonise GDPR Guidance

Diverging guidance on the same issues from different DPAs and the EDPB creates legal uncertainty for organisations 
and individuals and undermines the GDPR’s harmonisation goal. To achieve the harmonisation envisioned by the 
GDPR, the DPAs should ensure a more centralised and harmonised approach to regulatory guidance, including in 
non-cross-border matters. Where it exists, organisations should be able to abide by the national guidance of their 
lead authority for their EU cross-border operations; national DPAs should endorse each other’s existing guidance 
instead of adding potentially diverging new ones. 

2. Provide realistic and evolving guidance and interpretation of the GDPR 
a.	 Give effect to the GDPR’s risk-based approach

To enable scalable and effective compliance, DPAs should acknowledge and apply the risk-based approach as 
originally intended and as set forth in the text of the GDPR. This means that accountability and all compliance 
measures, mitigations and controls, including in the data transfer context, must be risk-based and proportional to 
the actual risks at hand. Data protection is not an absolute right and must be duly balanced against other rights.

b.	 Recognize the co-equal status of the legal bases for processing

The GDPR does not rank or prioritise the six co-equal legal bases, and consent should not be seen as the default or 
most important legal basis. DPAs should clarify their understanding of this fact.

c.	 Resist restrictive interpretation by default and develop more pragmatic guidance

As technology has evolved and data uses have become more complex, additional guidance is needed on concrete 
points of concern that could be addressed without amendments to the law, such as the following: 

i.	 The roles and obligations of the actors involved in the processing of personal data in complex 
environments, such as the payments infrastructure, cloud computing, or the AI value chain, where multiple 
players are acting to varying degrees on the purpose and means of the data processing carried out. 

ii.	 Updated and clearer guidance on how organisations should approach data subject requests in the context 
of their commercialisation and inappropriate “weaponisation” for purposes of pre-trial discovery often not 
foreseen under national law. 

iii.	 Updated guidance with respect to the definition and use of anonymous and pseudonymous data,49 as well 
as the role of Privacy Enhancing and Privacy-Preserving Technologies (PETs and PPTs) in that context.50 The 
latter would be particularly important in the context of incoming new digital legislation, such as the DMA, that 
requires anonymisation for data-sharing obligations.

d.	 Clarify guidance for lawful processing of special categories of data, including biometrics 

A modernised and practical approach to the processing of special categories of data, including biometrics data, is 
needed to enable diversity and inclusion programs, train AI systems, and improve accuracy and fairness. 

e.	 Clarify guidance on the role of the DPO

Guidance on the role of the DPO should be updated; a too narrow interpretation of functional independence and 
conflict of interests may limit the ability of the DPO to meaningfully interact with the highest level of management.

f.	 Transparency and Constructive Engagement with Stakeholders

CIPL has been advocating for an inclusive multistakeholder process for producing guidance. This would include 
dialogue between regulators and regulated organisations even before a first draft is produced through a pre-
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consultation phase with input from relevant industry and other stakeholders. This would enable DPOs and other 
experts with practical experience to provide insights and comment on technical and operational issues. Early 
involvement and other opportunities for open dialogue through “fab-labs” and similar initiatives will ultimately yield 
more practical and relevant advice and would be more efficient than only allowing formal responses to consultations 
with short deadlines. Moreover, the EDPB should consider the input made during the public consultation stage of 
any draft guidance in a more substantial manner in order to avoid scenarios when the guidelines remain completely 
unchanged after multiple stakeholder inputs. A best practice would be for regulators to publish commentary on why 
they either adopted or declined to adopt specific recommendations.

3. Incentivize best practices and accountability 
DPAs have a range of tools available to incentivise best practices and accountability, including relying on demonstrable 
accountability practices or the use of PETs as a mitigating factor in enforcement and when setting fines.51 DPAs should explicitly 
clarify to organisations the benefits of demonstrable accountability as a way to encourage good organisational behaviours. 
Such ex-ante encouragement could substantially improve compliance and data protection outcomes for individuals and 
reduce the need for ex-post enforcement actions. 

4. Create pragmatic solutions to streamline international data transfer requirements 
and facilitate trusted data flows

As discussed above, the importance of international data transfers cannot be overstated, and the current approach to data 
transfers is often becoming too complex to be manageable and detracts resources. Recommended improvements include 
the following:

a.	 Recognize and apply the GDPR’s risk-based approach to data transfers

DPAs should acknowledge that the GDPR does not take a “zero risk” approach to data transfers but requires that 
safeguards for transferred data be proportional to the actual risk at hand.

b.	 Provide country “adequacy” guidance

The EDPB, together with the Commission, should engage with stakeholders to develop practical “Adequacy Light” 
guidance that is sector or industry-specific for different third countries, which can be used especially by SMEs and 
mid-sized organisations with fewer resources as part of their transfer risk assessments.

c.	 Work towards convergence on international data transfers and evolving transfer mechanisms

Global data flows demand multilateral transfer solutions and governance. EU DPAs, as well as policy-makers, should 
make every effort to further advance international data transfer interoperability, such as through efforts to align with 
the Global CBPRs and PRPs, promoting interoperability of standard contractual clauses, collaborating with global 
stakeholders on developing and/or promoting principles for government access requests for law enforcement and 
national security purposes, with the ultimate goal of creating a trusted multilateral framework for accountable data 
transfers that, among other things, is risk-based. 

In addition, this work should include developing appropriate GDPR certifications and codes of conduct that can serve 
as transfer tools capable of becoming interoperable with Global CBPR and PRP. 

In addition, the administrative process to obtain BCRs should be made easier, and the applicability and usefulness 
of BCRs should be broadened to allow transfers between all organisations that have BCRs and the approval process 
streamlined to make them attainable for SMEs. BCRs should also be recognised as valid GDPR certification, indicating 
the GDPR compliance of an entire privacy and data management program.
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d.	 Interpret GDPR derogations more effectively and pragmatically

The current prevailing interpretations of the derogations in Chapter V of the GDPR are often interpreted very narrowly 
in ways not mandated by the GDPR. Their interpretation should be revisited. The protections for cross-border data 
transfers must be risk-based, meaning proportional to the likelihood and severity of the risks of a particular data 
transfer.52

e.	 Increase legal certainty in data transfers

The European Commission could take the following steps to increase legal certainty for data transfers:

i.	 Adopt a comprehensive, as well as more proactive and time-sensitive strategy for the adoption of additional 
adequacy determinations that also affirms the importance of the risk-based approach in the context of 
adequacy determinations and is also in alignment with the EU’s digital trade strategy.

ii.	 Increase the transparency of the adequacy assessment process, including when it comes to assessing 
government access to personal data.

5. Enhance GDPR adaptability to the evolving digital economy and society 
a.	 Facilitate alignment between the GDPR and new digital regulations and between relevant regulators

With the proposals and adoption of new digital laws overlapping with the GDPR, such as the AI Act, the Data Act, DSA, 
and DMA, there is an absolute need for: 

i.	 additional guidance and considerations on how the overlapping or conflicting legal requirements in the digital 
package laws and GDPR should work and 

ii.	 clearer alignment between DPAs and other regulators with competencies under these laws. This should involve 
common strategic considerations and mechanisms similar to the UK’s DRCF model to ensure longer-term 
certainty for organisations active in the EU economy.

b.	 Technical expertise of DPAs

DPAs require the necessary funding to develop in-house technological expertise to ensure the DPAs’ competence 
and effectiveness as digital regulators. Such technological expertise will enable DPAs to develop more relevant and 
pragmatic guidance that is grounded in a clear understanding of the technical realities of the modern data economy.

c.	 Support SMEs’ ability to comply

Making compliance more manageable for SMEs should be an important goal. One of the longstanding criticisms of 
the law is that it is too bureaucratic and difficult to understand, particularly for many SMEs, and many compliance 
obligations are unduly burdensome for smaller organisations. Finding interpretations that reduce complexity for SMEs 
while maintaining core protections for individuals would help SMEs, individuals, and the EU’s digital economy.53 Also, 
GDPR certifications and codes of conduct designed for SMEs, particularly programmatic certifications and codes of 
conduct, could offer a constructive solution. 
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III. Recommendations

6. Adopt an “outcome-based” and risk-based approach to oversight, regulation and 
enforcement

DPAs may consider developing or strengthening an “outcome-based approach” to oversight, regulation, and enforcement. 
This would emphasise greater understanding of outcomes that need to be achieved behind a legal requirement, the means of 
achieving these outcomes in the most effective way and emphasising guidance, constructive engagement and co-regulating 
together with regulated entities to reach these outcomes and reduce the need for enforcement.54 Ultimately, non-compliance 
and enforcement are not a sign of effective regulation and good outcomes. 

This approach would also enable regulators to be more risk-based in all their activities – from setting the strategy to executing 
that strategy, from guidance, supervision and enforcement. In the times when regulators’ resources are increasingly being 
disproportionate to the regulatory challenges and needs of the market, regulators need to “be selective to be effective” – they 
must focus their resources and strategies on key areas that represent high risks for data protection and rights of individuals 
and those areas that have maximum impact and implicate most of the public interest. 

Enforcement should be used as a last resort, when appropriate, for gross or intentional misconduct, non-compliance and 
repeated offences. In modern regulation and regulatory behaviours, theory and practice, deterrence and punishment have 
proven to have limited effectiveness in achieving the desired result of effective data protection.55 DPAs should balance 
enforcement with meaningful stakeholder engagement, thought leadership, guidance, co-regulatory approaches (such as 
codes and certifications) and sandbox initiatives. These non-enforcement-related regulator tasks and responsibilities can be 
substantially more impactful in achieving the desired outcomes of the GDPR.
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37	 The CJEU appears to take a more subjective view of anonymisation. The upcoming EDPB Guidelines on anonymization should take this into account. See Single Resolution Board v. European Data 
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